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Executive Summary

What is the relationship between the input that children hear and the words that children acquire? I will investigate the role of the linguistic environment in child language acquisition. This is done primarily by investigating the role of different acoustical and linguistically input variables such as input word frequency and prosody in one child's lexical acquisition using the corpus of Human Speechome Project (HSP) (Roy et al., 2006). For my thesis, I will attempt to create a predictive model of the child's word acquisition based on information encoded in child-available speech.

In order to do this, I need to extract features such as intensity, fundamental frequency, duration, etc from all child-available speech in the HSP dataset. I do this by creating an audio and speech analysis pipeline (Figure 4) that utilizes various speech and audio analysis algorithms such as the Hidden Markov Model Toolkit (Young et al., 2001) and the speech analysis tool praat (Boersma, 2009). Some of the features extracted have certain parameters that need to be optimized. In order to optimize the parameters of a variable, we need to search for parameters that result in a stronger correlation between the saliency of that variable and the age of acquisition of words by the child. In order to achieve this, I have implemented a searcher that is parallelized over 16 cores which uses brute force techniques to check every possible combination of parameters in order to find the optimal parameters for each variable.

After all the relevant variables have been extracted and their parameters optimized, I use linear regression to create a predictive model of the child's word acquisition. Finally, in order to evaluate the model, I look at its predictive power. This is done by doing standard k-fold cross validation of the model. Using this evaluator we can compare the predictive power of different models (with different variables).

Using this system, I can study the relationship between many interesting variables encoded in the child-available speech and the lexical development of child. This will help us better understand the mechanism behind language acquisition.

Though there have been numerous studies of the relationship between child-available speech and the lexical development of children, dating back almost four decades (Snow and Ferguson., 1977; Newport et al., 1988; Furrow et al., 1979; Pinem 1995; Huttenlocher et al.,1991; Goodman et al. 2008), our understanding of the role of child-available speech in language development is limited. This is due to the lack of naturalistic, longitudinal and dense corpora. The HSP corpus, was collected in a way to overcome these limitations which makes my analysis the first of its kind.
Introduction

What role does the linguistic environment play in child language acquisition? Why do children learn some words earlier than other words? Does the caregivers use of language in the presence of the child have an effect on how child's language development? I will try to answer some of these questions by investigating the role of different acoustical and linguistically input variables such as input word frequency and prosody in one child's lexical acquisition using the corpus of Human Speechome Project (HSP) (Roy et al., 2006).

The HSP corpus is high-density, longitudinal and naturalistic. The corpus consists of high fidelity recordings collected from microphones embedded throughout the home of a family with a young child (Roy et al., 2006). I analyze data collected continuously from ages 9–24 months, including the child's first productive use of language at about 11 months and ending at the child's active use of more than 500 words.

Although the corpus as a whole contains more than 70% of the child's total language input (an estimated 16 million words), I analyze an evenly-sampled 400,000 word portion that has been hand-transcribed using new, semi-automatic methods and for which the speaker has been automatically identified with high confidence (Roy & Roy, 2009). The corpus contains both the child's productions and "child-available speech" which is caregiver speech during which the child was present.

For my thesis, I will attempt to create a predictive model of the child's word acquisition based on information encoded in child-available speech. The information includes variables like input word frequency, intensity, fundamental frequency, duration of phonemes, length of utterances, time of day and many others. I will attempt to predict the age of acquisition of words by the child by analyzing the child-available speech in our corpus. Since through audio alone we can not pinpoint the age of acquisition of words, I instead use the age at which the child first produced a word (called the word birth) as a conservative estimate of age of acquisition. My research will determine what variables in child-available caregiver speech are indeed predictive of the child's language development. This will hopeful help us better understand the nature of child language development.

Proposed Work/ Evaluation and Contribution

Figure 1 shows the five major components that are needed in order to do the child language acquisition study that I have proposed. In this section I will briefly describe each component.

Audio to Transcription Pipeline

The first step is to get from raw audio to transcribed and manageable speech utterances. As mentioned earlier in the proposal, a semi-automated system for achieving this goal has already been developed by Brandon Roy (Roy & Roy, 2009). Figure 2 shows the pipeline that was developed to get from raw audio data to transcribed speech utterances. In order to improve the accuracy and efficiency of the system I will use the transcribed speech to further tune the automated part of the system. I do this by using the transcribed data to train speaker dependent acoustic and language models for each caregiver.
and the child using the Hidden Markov Model Toolkit (HTK) (Young et al., 2001). I then feed these models back into the automated speech detector and speaker identifier which can use these models to further tune themselves. The red boxes in Figure 3 show the proposed improvements to the audio/speech pipeline.

**Acoustic Feature Extractor**

In order to do our analysis, we need to extract features such as intensity, fundamental frequency, duration, etc from all child-available speech. This is done through various speech and audio analysis algorithms. Most notably, the phoneme durations are extracted using the forced-alignment algorithm provided in HTK. Intensity and fundamental frequency are extracted using the speech analysis tool Praat (Boersma, 2009). Figure 4 shows the pipeline used to extract these features.
As you can see from figure 4, currently I am looking at seven different variables in child-available speech. Those are Frequency, Recurrence, Time of Day, Mean Length of Utterances (MLU), Duration, Intensity and Fundamental Frequency. I will be adding many other interesting variables to this list. One variable that might prove to be quite interesting to study is the phonetic distance of the words that the child learns. In other words looking at how phonetic similarity between words would affect the child's learning of new words. I will briefly describe what each of the seven variables listed above encode.

**Frequency:**
The number of times each word in the child's vocabulary has been uttered by a caregiver before the "birth" of that word, normalized by time.

**Recurrence:**
The average recurrence of a word (from the child's vocabulary) by caregivers before the birth of that word in a given window size.

**Time Of Day:**
For each word in the child's vocabulary, we look at the average distance of the time the caregivers uttered the word (before the birth of the word) to sleep time of the child.

**Mean Length of Utterances:**
For each word in the child's vocabulary, we look at the mean utterance length of caregiver speech (before the birth of the word) containing that word.

**Duration:**
We use a standardized measure of mean word duration. This is calculated by extracting duration for all vowel tokens, converting these to normalized units for each vowel separately, and then measuring the mean standardized vowel duration for the tokens of a each word in the child's vocabulary.

**Intensity:**
For each word in the child's vocabulary, we look at the variance of the mean intensity of that word (in all caregiver utterances before the birth of that word) from the mean intensity of the caregiver utterance containing that word.

**Fundamental Frequency:**
For each word in the child's vocabulary, we look at the variance of the mean F0 of that word (in all caregiver utterances before the birth of that word) from the mean F0 of the caregiver utterance containing that word. We then combine this with the slope of the F0 of that word.

**Parameter Searcher**
Some of the features extracted in the previous section have certain parameters that need to be optimized (like window size in recurrence described in previous section). In order to optimize the parameters of a variable, we need to search for parameters that result in a stronger correlation between the saliency of that variable and the age of acquisition of words by the child. In other words, we are looking for parameters that increase the predictably power of the variable.

In order to achieve this, I have implemented a parallelized searcher that uses brute force techniques to check every possible combination of parameters and find the optimal parameters for each variable. Figure 5 shows the search process for the optimal window size parameter for the recurrence variable. As you can see in Figure 5, the parameter has tried all possible window sizes from 0-500 and has found the most significant correlation at window size of 51 seconds which produced a correlation of 0.37.
As mentioned before, the searcher checks every possible combination of parameters for every possible combination of variables. This causes the search space to grow exponentially as we add more variables. Just for the seven variables mentioned above, there are hundreds of millions of possible parameter combinations to be checked. In order for the searcher to run in a reasonable amount of time, I have parallelized the searcher using standard Map-Reduce algorithm developed at Google (Dean and Gemawat, 2004). The searcher now runs on four dedicated quad-core machines, giving it a total of 16 cores to use.

**Modeler**

After all the relevant variables have been extracted and their parameters optimized, I use linear regression to create a predictive model of the child's word acquisition. Figure 6 shows the result of linear regression on the seven variable mentioned before. The red line in Figure 6 below shows the predictive model for the above seven variables. The equation below describes our model.

\[
\text{AoA(Word)} = \beta_1 \times \text{Frequency} + \beta_2 \times \text{Recurrence} + \beta_3 \times \text{Time of Day} + \beta_4 \times \text{MLU} + \beta_5 \times \text{Duration} + \beta_6 \times \text{Intensity} + \beta_7 \times \text{F0} + \text{Intercept}
\]

Figure 6. Linear Model of AoA as a Function of Seven Input Variables
**Evaluator**

Finally, in order to evaluate the model, we look at its predictive power. This is done by doing standard k-fold cross validation of the model. We do this by training our model on all the words in the child's vocabulary except for one. Then we see how accurately our model can predict the birth of the word that was omitted in the training phase. We do this for all words in the child's vocabulary. Figure 7 shows this being done for the word “cake”. The red line represents our model, the blue dot shows the predicted AoA and the green dot is the actual AoA.

Using this evaluator we can compare the predictive power of different models (with different variables) and find the best model. We also compare the predictive accuracy of our model to that of a random model as a baseline.

As shown in Figure 1, the evaluator then feeds back into the feature extractor to tune it into picking better features.

![Figure 7. Evaluation of the Model, Using the Word “Cake”](image)

The equation for AoA is given as:

$$\text{AoA(Cake)} = \beta_1 \times \text{Frequency (Cake)} + \beta_2 \times \text{Pitch (Cake)} + \ldots$$

The graph shows the linear combination of the 7 variables with the predicted AoA values for different months of word birth.
**Time Frame**

I already have implemented the systems needed for me to do my analysis. I have also already started looking at the correlation between seven variables in child-available speech and the age of acquisition of words by the child. I will spend the majority of my remaining time to study more variables and to do a more thorough evaluation of the system. I will spend months of April and May writing my thesis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Closer look at several new variables.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Read more related literature</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thorough Evaluation</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reader Feedback</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Writing Thesis</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

**Resources Required**

In order to complete my thesis, I need access to the HSP corpus and several fast computers. I already have access to the HSP corpus and the computers. I have already obtained COUHES approval for this study.
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